ESTIMATING CONDITIONAL MEANS
Model Assumptions. Linear mean, constant variance, independence, and normality.
Sampling Distribution of Estimate of Conditional Mean:

I%(Y|x) = n, +NX is our estimate dE(Y|x). Note that this is a random variable
(varying according to our choice ofg), so has a sampling distribution.

« Sincen, andj,are linear combinations of thesy so isI%(Y|x). Hencel%(Y|x) has a
normal distribution. (Why doesn't this follow just from normalityrgfand?,?)

o E(E(YIX)| X4 -y %) = By +0X] Xgy v 4 Xp)
= E(N] X -+ 4 X0) + E(] X, -+ s X)X
A =No+NiX= E(YJX)
So E(Y|x) is an unbiased estimator B{Y|x).

» Calculations (left to the interested reader; you need to cortmdariances) will
show that
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Comments:
1. What does this say when x = 0?
2. The further x is fronk, the the variance of the

conditional mean estimate.
3. How does/ar(E(Y|x)) depend on n and the spread ofst/&?

Define the standard error é‘(Y|x):

s.e (I%(Y|x) =0 ‘E+M
' Vn  sxx
As with 1, andf,, one can show that (under our model assumptions)
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SO we can use this as a test statistic to do inferenceYgr) E(



