Joint and Marginal Distributions
Random variables X and Y

Joint probability density function (pdf) fx y(X,y).

Cumulative distribution function (cdf) Fy(y) of Y:

Fy(c)=P(Y =c¢)
=P(-0o<X <, Y=<0)

= volume under the graph of fy y(X,y)
above the region

—0 < x<®
R: y=sc

Set up the integral:

Fy(c) =

ff fX, y (X, y)dxdy =

f_coo(f_i fx,y(x’)’) dX) dy =
[ s ay.

where g(y) = f_oofX,Y (x,y)dx .
Thus: The pdf of Y is
fy(y) = Fy'(y) = &(y)
In other words: the marginal pdf of Y is
fy(y) = f_wfx,y(xa y)dx .

In words:



Similarly, the marginal pdf of X is Joint and Conditional Distributions:

® Case I: X and Y both discrete.
£ (x) = f_oo fX,Y (x,y)dy

Marginal pdf's (or pmf's = probability mass functions

o . for discrete random variables):
Note: When X or Y is discrete, the corresponding )

integral becomes a sum.
s L) =P(Y=y)  f(x)=PX=x)

Joint pdf (pmf):

fxy(x,y) =P(X=xand Y =y).
Conditional pdf of YIX:

fyx(ylx) = P(Y = yIX =x)

PX=xandY=y)

= P(X =x)

Jur(6y)

= i

In words:



Case II: Continuous X and Y:

S (y) .
Does fyx(ylx) = £.(x) in this case also?

Def: fyx(ylx) is the function with

d
[ 1@y dy
=P(c=Y=<dlX=a) foreverya,c,d

So:
fd fx,y(a’y) dy
< fx(@a@)

Does

=P(c=Y=<dlX=a)foreverya,c,d?

Since
fd fx Y(a,y) dy
< fx(a)

f_d f;}:((ﬁcl;)y) f_ fxy( ,)’)

and
Pc=sY=dlX=a)
=P(Y=<dlX=2a)-P(Y=<clX=a),
it's enough to show that

fd Sry (@)
fy (@ dy =P(Y=<dIX=a)

for every a and d.



For small Ax,

P(Y=<dlX=a)

~P(Y=<dla<sX=<a+Ax)

=

P(Y<sdand a< X < a+ Ax)

P(Y=sdand a< X = a+ Ax)

Plas X =a+ Ax)

fx (@Ax

fi (f: - Sy (X, )’)dx)dy

frx(a)Ax

[ fov(ay)Axdy

fa’
00

xy(ay)dy

_ s

Sy (@)Ax

fx (@)

d fyy(ay) y)
fx (@)

, as desired.

Summarize: The conditional distribution YIX has pdf

Ly (6 )
fyx(ylx) = fX (x)

In words:
Conditional density of Y given X =

joint density of X and'Y
marginal density of X

(Similarly for XIY)



