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Abstract. In this paper we study the null controllability of the semilin-
ear heat equation studying the properties of the minimum energy that
one needs to steer an initial state « in 0. We prove this is locally Lip-
schitz, and consequently we obtain the expected optimal feedback law.
We also characterize the value function as the unique positive viscosity
solution (of the corresponding Hamilton—Jacobi equation with singular
final data) which tends to 0 on admissible trajectories, or as the minimal
positive viscosity supersolution.

1. INTRODUCTION

This work is concerned with the feedback null controllability of the state
system

ye(z,t) — Dy(z, t) + f(y(x,t) = m(x)u(x,t) for(z,t) € Q = Q x (0,T)
y(z,t) =0 for (z,t) € X =00 x (0,T) (1.1)
y(x,0) = yo(z) for z €

where {2 is an open and bounded subset of R"™ with a smooth boundary 92
and m is the characteristic function of an open subset w € 2. Here A is
the Laplace operator with respect to 2. We assume that f € C1(R), f(0) =
0 and |f'(r)| < L(¥)r € R. So f is globally Lipschitz.

In the sequel we want to rewrite the state system (1.1) in a semigroup
form. For this purpose we define H := L*(Q) and A : D(A) C H — H
to be Au = —Awu, where D(A) = H}(Q) N H3(Q). We also define the
Nemytskii operator associated to f, F': H — H by (Fu)(x) = f(u(z)) for
almost every x € 2 and the bounded linear control operator B : H — H by
(Bu)(xz) = m(x)u(z) for almost every x € Q.
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Taking into account all this notation, the state system becomes

/ —
{y + Ay + Fy = Buon (0,7) (12)

y(0) = yo.
We know that —A generates a Cy-semigroup, F' is globally Lipschitz on H
and B is bounded. So, for each u € L?(0,T;H) and yo € H, (1.2) has a
unique mild solution y € C([0,7]; H). For the definition of mild solution,
see [7].
With these hypotheses we know from [4] that (1.1) (or (1.2)) is globally
null controllable; i.e., for each x € H and 0 < ¢t < T there exists u €
L?(t,T; H) such that

{y’—l—Ay—l—Fy:Bu on (¢t,T)

y(t) = x and y(T) = 0. (1.3)

For fixed € H we want to find a feedback law for u* € L?(t,T; H) which
fulfills (1.3) and minimizes the energy

T
J(u) = %/t luf? dr. (1.4)

Throughout the paper we will denote by |- | the norm in any Hilbert space,
and by || - ||x the norm of a Banach space in case we want to emphasize
the space X. We want to study the minimization problem minJ(u) subject
to (1.3) by means of dynamic programming arguments. For this reason we
define the value function ¢ : [0,7) x H — R by

T
o(t,r) = inf{/ LulPdr : y + Ay+Fy = Bu, y(t) =z, y(T) = 0}. (1.5)
t
We expect that ¢ is the solution (unique if possible), in a weak sense, of the
Hamilton—Jacobi equation
o1 — ((Az + Fx), V) — §|B* V> =0 (1.6)
subject to the formal final condition

400  forxz #0

1.7
0 for x = 0. (1.7)

90(T7 ZL‘) = {

In Section 2 we prove that for fixed 0 < t < T, ¢(t,-) is locally Lipschitz,
and consequently we have the optimal feedback law,

u'(s) € =B (s, y"(s)), (1.8)
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where by 0¢ we denote the generalized gradient of ¢ with respect to x in
the sense of F. Clarke.

In Section 3 we characterize the value function as the minimal positive
viscosity supersolution of (1.6) subject to (1.7) or as the unique positive
viscosity solution which tends to 0 on admissible trajectories. In particular,
the existence of a positive viscosity supersolution is equivalent to the null
controllability of the state system.

2. PROPERTIES OF THE VALUE FUNCTION. FEEDBACK LAWS

Before stating the main result of this section, we need some preliminaries.
First, we would like to remind the reader of some properties of the operators
A and F: A is self-adjoint and —A generates a compact Cp-semigroup, F
is Gateaux differentiable and (F'(u)v)(z) = f'(u(z))v(z) for almost every
x € Q. In general, F' is not Fréchet differentiable.

Then we define, for each € > 0, . : [0,7] x H — R, by

T

petti) = int{ [ SluPdr + o_[y(TIP sy + Ay + Fy = Buylt) = o},

' (2.1)
For fixed €, since the function z — 2—1€\m|2 is locally Lipschitz, we have that
©e(t, -) is locally Lipschitz for each 0 < ¢ < T In fact, the Lipschitz constant
on bounded sets is independent of ¢. For the proof, see [1].

Since —A generates a compact semigroup, by usual compactness argu-
ments, we can conclude that for fixed ¢ the infimum is attained in (2.1)
and

we(t,z) /" p(t,z) as e \, 0 for each (¢t,x) € [0,T) x H. (2.2)

We also need the following lemma of independent interest:
Lemma 2.1. Let A, F and B be defined as before. We consider h, g, lg, 11 :

H — R such that h, g and l; are convex and C*, and ly is merely continuous.
If (u*,y*) is an optimal pair for the Bolza control problem,

T
inf{ /0 (h(u) +g(y))dt +1o(y(0)) + li(y(T)) : y' + Ay + Fy = BU}7 (2.3)
then there exists p € C([0,T]; H) satisfying
p = Ap = (F'(y"))"p = Vg(y"),
B*p = Vh(u*) a.e. on (0,T)
p(T) = =Vii(y*(T)) and
(p(0), h) < liminfex o2 (lo(y*(0) + €h) — lo(y*(0))) (V) h € H.
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Proof of Lemma 2.1. Let (u*,y*) be an optimal pair. If we denote
yo = y*(0), we can see that (u*,y*) is also an optimal pair for the problem

T
int{ [ () + )it + b (7)) o/ + Ay + Py = Bu. y(0) = o).
By [2], there exists p € C(]0,T]; H) satisfying

P = Ap—(F'(y")'p = Vg(y")

B*p = Vh(u*) a.e. on (0,T)

p(T) = =V (y*(T)).
Now, we can fix u* and take the initial data yo + eh. We denote by vyo1en
the solution of the state system

y + Ay + Fy = Bu*, y(0) =y + ¢h.

Since (u*,y*) is an optimal pair for the minimization problem (2.3), we see
that

1 1
| 2610 = 0t + Za(o0 +h) = To(o0)
2 (B ren(T) ~ by (1)) 2 0. (24)

Using compactness arguments (an infinite dimensional version of Arzela—
Ascoli), and the specific form of F'; we obtain that

1 . :
= Wyo+en —y") — 2z strongly in C([0, T; H),
where z is the solution of the variation system
2+ Az+ F'(y")2=0, 2z(0)=h. (2.5)

Since g and Iy are C on H, we can conclude from (2.4) that

T
| (st 2dt-+timint o= G-+ eh) o) + (V0 (5" (T)). 2T)) > .
(2.6)
We now follow the usual computation
<Z,p>, = <Z/,p> + <Z,p,>
= (=Az = F'(y")z,p) + (2, Ap+ (F'(y")"p+ Vg(y)) = (2, Vg(y"))-

By integration we obtain

T
/O (2, Vg(y))dt = (=(T), p(T)) — (. p(0)).
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Substituting this in (2.6) we obtain
(2(T),p(T)) = (b, p(0)) + (VL (y"(T)), 2(T))

+ limints o~ (lo(yo + <h) ~ lo(u0)) > 0.
But p(T) = —vi1(y*(T)), so we obtain
(p(0), ) < Timintx o~ (o(yo + 1) — fo(uo)).

Since h € H was arbitrarily chosen, the proof of the lemma is complete.

We are now ready to state the main result of this section:
Theorem 2.1. For each 0 <t < T, o(t,-) is locally Lipschitz. Moreover, if
(u*,y*) is a pair for which the infimum is attained in (1.5), then

u*(s) € =B*0p(s,y"(s)), a.e. s € [t,T).

Remark 2.1. In Theorem 2.1 we denoted by 0 the generalized gradient in

the sense of F. Clarke with respect to the state variable . For the definition
of the generalized gradient, see [2].

Proof of Theorem 2.1. From Carleman estimates in [4] we get that any
solution of the adjoint equation

p+Ap+ap=0on (t,T) x Q
p(r,x) =0on (t,T) x 00

satisfies the observability inequality:
T
Ip(0)1 ) < O~ tllllie@) [ [ Ip(r.a)Pda ar
w

T
= O = tlel~) [ 1B rdr )
Since |f'(r)] < L we can obtain by Schauder’s fixed-point theorem that the
state system (1.2) is null controllable and
polt,3) < plt,@) < 1O — 1, D)laf?. (2.8)

For fixed 0 <t < T, e >0 and x € H, let us consider the minimization
problem (2.1). Since the semigroup generated by — A is compact, there exists
an optimal pair (u*,y*) such that

T
1 1
pe(t, x) = / Sl P dr+ o[y (1) and y*' + Ay* + Fy* = Bu’, y(t) = a.
t
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By the definition of ¢., (u*,y*) is also an optimal pair for the problem

. Tl 1 2 /
inf{ [ SluPdr+ (D) — oot y(t) -y + Ay + Fy = Bu}.
t
Considering l1(y) = o=|y[%, and lo(y) = —¢:(t,y), by Lemma 2.1, we con-
clude there exists p" x E C([t,T]; H) such that
(pt,:c)l _ A*pt:c (F/( *))*pt,oc =0 on [t,T]

p"(T) = —2y*(T) (2.9)
B*ph® = u* a.e on [t,T]

and also

—1
(p"*(t),h) < 1iminf,\\07(cp€(t,:n + Ah) — @c(t,z)) for each h € H. (2.10)

Replacing h by —h in (2.10), we can see that whenever the limit

i (pe(t,z + Ah))r=0

hm )\(goa(t T+ Ah) — pe(t,x)) = )

exists, then
(@E(ta T+ Ah‘)))\:O = <_pt7x(t)7 h>7

9). Using (2.7) for p = p"® and a = — f'(y*), and then
2.8), we obtain

&|Q‘

where pb? satisfies (2.
taking into account

T T
P2 < O(T — t,L)/ B b (7 2dr = C(T —t, L)/ l* (7) R
t t
< C(T —t, L)ngs(ta JJ) < Cz(T -1, L)’I‘P

—~ N

So, we conclude that anytime %(gog(t,x + Ah)) exists, then

)d)\ oe(t,z + Ah))) < M@ |h] < OT — t, D) + M|kl (2.11)
Now, for fixed € and ¢, ¢.(t,-) is locally Lipschitz. We fix |z|,|y| < R, so
the function v defined by () = ¢-(t,x + A(y — x)) is Lipschitz on [0, 1].
This means that ¢ is almost-everywhere differentiable and (1) — ¥ (0) =
Jy ¥ (\)dA. So

1
oeltyy) — et ) = /0 L (peltz+ My — ) dn

Since |x + A(y — )| < R for each 0 < A < 1, using (2.11) we can conclude
that

lpe(t,y) — pe(t,x)| < C(T —t,L)Rly — x|, for |z|,|y| < R.
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So, on BR, ¢e(t,-) has the Lipschitz constant C(T" — t, L) R, independent of
¢. Passing to limit in (2.2) we conclude that ¢(t,-) is Lipschitz on Br with
Lipschitz constant C'(T"—t, L)R.

We turn next to the existence of a feedback law for the minimum energy
control. First we see that ¢ satisfies the dynamic programming principle

1
plt.0) = nt{ [ SluPdree(s,y(s))s y'+Ay+Fy = Bu. yft) = o} (2.12)
t

for each 0 <t < s <7 and each x € H.
The proof of (2.12) is standard, so we skip it.
For fixed 0 < ¢t < T we consider an optimal pair (u*,y*) on [¢t,T]; i.e.,

T
1
plt.r) = [ SlutPdr and "+ Ay' + By = Bati 5 (0) = 0" (T) =
t

We know such a pair exists, since the semigroup generated by — A is compact.
By usual dynamic programming arguments, we obtain that for a fixed

s € (t,T), (u*,y*) is also an optimal pair on [t, s] for the problem in (2.12).
Since ¢(s, ) is locally Lipschitz, by [2], we conclude that there exists p® €
C([t, s]; H) such that

(p*) = Ap* — (F'(y"))"p* =0

B*p® = u* a.e. on [t, ]

p(s) € =0p(s,y"(s)).
Here, by O0p(s,-) we denote the generalized gradient of ¢(s,-). For t <
s1 < sg < T, we consider the same arguments, obtaining the dual arcs
p°t € C([t,s1]; H) and p*2 € C([t, s2]; H). Since B*p®' = u* = B*p*? almost
everywhere on [t, s1], and both p*! and p*? satisfy the adjoint system

P —Ap—(F'(y))'p=0,
we conclude by observability inequality (2.7) (considered on subintervals of
[t,s1] for p = p*t — p*2 and a = —f'(y*)) that p** = p*2 on [t,s1]. Using

this device for each s € [t,T), we obtain that there exists a unique p €
C([t,T); H) such that

p'—Ap—(F'(y")p=0
{ B*p =u* a.e.on [t,T) (2.13)

and, furthermore, p(s) € —9¢(s,y*(s)) everywhere on (¢,7"). So we obtained
the feedback law

u*(s) € —B*0p(s,y*(s)) a.e. on [t,T).

The proof of Theorem 2.1 is now complete.
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Remark 2.2. By dynamic programming arguments we obtained also op-
timality conditions for the singular problem, namely (2.13). It remains to
study the behaviour of p for t /' T'. In the linear case (F' = 0), this is

Jim (5" (). (1) = 0.

3. VISCOSITY APPROACH

This section is devoted to the study of the Hamilton-Jacobi equation (1.6)
subject to (1.7). In fact we want to characterize the value function ¢ as the
viscosity solution (unique under extra assumptions) of (1.6) and (1.7).

Since we have to deal with quadratic growth solutions for the dynamic
programming equation associated to a control problem, we will use the re-
sults in [6] (especially Section VII). First of all, for technical reasons, we
rewrite (1.6) in the form

—pr + (Az, Vo) + (Fx, V) + %\B*Vgp|2 =0. (3.1)

The definition of the viscosity solution for (3.1) is the usual definition for the
unbounded linear case in [6], since A is a linear maximal monotone operator
on H:

Definition 3.1. Let u € C([0,T)x H). Then u is a subsolution (respectively,
supersolution) of (3.1) if for every ¢ : [0,T) x H — R, weakly sequentially
lower semicontinuous such that Vi and A*V are continuous and each g
radial, nonincreasing and continuously differentiable on H and a local max-
imum (respectively, minimum) (¢, z) of u — ¢ — g (respectively, u + ¥ + g),
we have

—y(t, 2) + (2, A*VY(L, 2)) + (Fz,Vi(t, z) + Vg(t, 2))

+ 3] B (V(t 2) + Vg(t,2)) P <0 (3.2)
(respectively
Uity 2) = (2, AVY(E 2)) — (Fz, Vi(t, 2) + Vg(t, 2))
+ 3B (V(t 2) + Vg(t,2)* > 0). (3.3)

Since the particular A we use is self-adjoint and — A generates a compact
semigroup, we can choose D := (I 4+ A)~! self-adjoint, positive and compact
to satisfy

((A*D + D)z, z) > |z|*. (3.4)
We denoted by D the operator B in [6] since we already denoted by B the
control operator.
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In order to interpret condition (1.7), we first split it in two parts:

o(T,z) = +oo for x #0, and (3.5)
©(T,0) = 0.
We replace then the formal condition (3.5) by
lim  @(t,y) = +oo for x # 0. (3.7)
t—
Yy—x

Since we want the solutions of (3.1) subject to (3.6) and (3.7) restricted
to [0,s] (for 0 < s < T') to fit in the framework of [6] (Section VII), we
have to look for solutions u which satisfy the following uniform continuity
conditions:

{ for each ¢ > 0 there exists a modulus m, such that (3.8)

fu(t,2) — ult,y)] < me(lx —y|) for 2]yl < L, 0<t< T —e
and

for each € > 0 there exists a modulus p. such that
{ lu(r, z) — u(t,e A z)| < p.(t — 1) for |z| < %, 0<7<t<T-—c
(3.9)
By a modulus, we mean here, as usual, a function m : [0,00) — [0, 00)
continuous, nonincreasing and subadditive such that m(0) = 0.
Now we can state the main result of this section:

Theorem 3.1. (i) If there exists ¢ € C([0,T) x H) a positive viscosity
supersolution of (3.1)satisfying the final condition (3.7) and also (3.8) and
(3.9), then the state system (1.2) is null controllable and v > ¢ (where ¢ is
defined in (1.5)).

(ii) If the state system (1.2) is null controllable and ¢(t,-) is locally Lips-
chitz for each t < T, then ¢ is the unique positive viscosity solution of (3.1)
satisfying (3.7), (3.8), (3.9) and

o(s,y(s)) = 0 for s =T (3.10)

whenever
{ Yy + Ay + Fy = Bu on [t,T)
y(t) ==, y(IT)=0
for anu e L?(t,T; H).
Remark 3.1. Condition (3.10) means that ¢ goes to zero along the admis-

sible trajectories of the state system (1.3). We can regard it as a substitute
for (3.6).
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In order to prove Theorem 3.1 we need the following lemma, which is in
fact a result in [6] (Section VII).

Lemma 3.1. Let g : H — R uniformly continuously on bounded sets and
g=>0.
(i) Then v defined by

T
v(t,z) = inf {/ 5\U!2d7 +9y(T)): ¥ + Ay + Fy = Bu, y(t) = 90}
t

is positive, continuous on [0,T] x H and is also a solution of (3.1), subject
to v(T,x) = g(x) (V) x € H. Moreover, for each R > 0 there exist moduli
mpg and pr such that

lv(t,x) —v(t,y)| <mp(lx —y|) foral 0 <t <T, |z|,|y| <R and (3.11)

lo(r, ) —v(t,e A x)| < prt—7) for all 0 < 7 <t < T, |z| < R. (3.12)

(ii) If w € C([0,T] x H) is a positive subsolution and w € C([0,T] x H) is
a positive supersolution of (3.1), both satisfying (3.11), (3.12) and u(T,x) =
w(T,z) (V) z € H, then u < w on [0,T] x H. Consequently, the value func-
tion v is the unique positive viscosity solution of (3.1) subject to v(T,z) =
g(x) (Y)x € H, under the extra assumptions (3.11) and (3.12).

Proof of Lemma 3.1. Since this is a result in [6](Section VII) we just
need to verify the hypotheses. Because u — %\u|2 is convex coercive and F':
H — H is globally Lipschitz, the assumptions concerning the Hamiltonian
in equation (3.1) are fulfilled.

Regarding the comparison part (ii), we just have to see that conditions
(3.11) and (3.12) together imply D-continuity (in fact weak sequential conti-
nuity, since D is compact) on [0,7) x H. This is indeed true, since we have
the inequality (see [5], page 259)

e tz||%) + 2t|e " z|? < | z||%),

and consequently e~*4 : (H,| - |p) — (H,]|-|) is bounded for each ¢t > 0.
We consider here ||z||% = (Dz, ). So u and w are D-continuous, and satisfy
(3.11) and (3.12). We can conclude that v < w. The existence part (i) is
stated in [6].

Proof of Theorem 3.1. (i) Let v > 0 be a viscosity supersolution of
(3.1), satisfying (3.7), (3.8) and (3.9). Let (t,z) € [0,T) x H and suppose
t<ty <to< - <ty <---<Tsatisfy t, /T forn / co. We define
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v:[0,t1] x H— R by

_ 11 _
v(t,y) = inf{ / 5|U|2d7 +¥(t1,y(t)) : v + Ay + Fy = Bu, y(t) = y}
t

(3.13)
Since 1) satisfies (3.8) and (3.9), v satisfies (3.11) and (3.12) for T' = t;.
By Lemma 3.1 (i), since ¢(t1,-) is uniformly continuous on bounded sets
and positive, v satisfies also (3.11) and (3.12), and v is a positive viscosity
solution for (3.1) on [0,¢1] x H. Since 1) is a positive viscosity supersolution
and ¥(t1,x) = v(t1,x) (V) € H, by Lemma 3.1 (ii) we can conclude that
¥ >wvon [0,t1] x H. This in particular means that (¢, z) > v(t, x).
Since —A generates a compact semigroup, there exists an optimal pair
(uf,y7) on [t,t1] for the problem (3.13) considered when (¢,y) = (¢,2). So
we have

t1 1
Olta) = olta) = [ 3luiPdr 4+ (e i (1)
t
and
{ vi' + Ayl + Fyi = Buj on [t, 11]
yi(t) = .
We apply the same device on [tq,t2] to find (u3,y5) such that

to 1
wltni) 2 [ Slulr + (e, ()

t1
and
ys' + Ays + Fy; = Buj on [ty 1]
{ y3(t1) = yi(t1).
Using the same argument on [tg, t3] and so on to [t,—1, t,] and then matching
the solutions we find a pair (u*,y*) defined on [t,T") by y* =y on [t,—1, 1]
and u* = v} almost everywhere on [t,,_1, t,], such that

fn 1 *|2 *
wit0) 2 [ 5Pl 4ty 6) (D and @1)

sl (3.15)
From (3.14), since ¥(t,, y*(t,)) > 0, we conclude that u* € L?(¢,T; H), and
consequently (3.15) implies that y* € C([t,T]; H) (y* is defined in T also).
By condition (3.7) we have y*(7T") = 0. (Otherwise ¢(t,,y*(t,)) — oo, which
contradicts ¥ (t,x) > ¥ (tn, y*(tn)).)

Using (3.14) we also obtain (¢, x) > tT Llu?dr, so ¢(t, x) > o(t, z).

{ y* + Ay* + Fy* = Bu* on [t,T)
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(ii) We know that ¢ satisfies the dynamic programming principle (2.12).
Since ¢(s, ) is locally Lipschitz and positive, we can use Lemma 3.1 (i) to
conclude that ¢ is a positive viscosity solution on [0,s) x H and satisfies
(3.11) and (3.12) on [0,s] for each 0 < s < T. This implies that ¢ is a
viscosity solution on [0,7) x H. Also, choosing s and R such that s > T —¢
and R > 1, we can see that ¢ satisfies (3.8) and (3.9) on [0,7). It is easy

to prove that ¢ fulfills condition (3.10) since 0 < p(s,y(s)) < fST Llu|?dr
whenever

y +Ay+ Fy=Bu, yt)=xz, y(T)=0
for u € L?(t,T; H). Passing to limit for s /' T, we obtain (3.10). From
Section 2 we know that ¢ > ¢, for each € > 0. Since

) 1
lim  @.(s,y) = 2—€\x|2

S —

Yy—x

we easily obtain that ¢ must satisfy (3.7). So, the existence part is proved.

Regarding uniqueness, let ¢ be a positive viscosity solution satisfying the
assumptions. We already proved in (i) that ¢» > ¢. Now, using the same
device in (i), for fixed (¢t,z) € [0,T) x H and s € [t,T) , we use Lemma 3.1
to get

b(t, @) = inf{ /t %|u!2dr (s y(s) 1y + Ay + Fy = Bu, y(t) =},

(3.16)
We fix (u,y) such that

Y +Ay+ Fy=Bu, y(t)==z, y(T)=0 (3.17)

and u € L*(t,T;H). From (3.16) we obtain that ¢(t,z) < [ $|u?dr +
¥ (s,y(s)). Taking into account that ¢(s,y(s)) — 0 for s — T (since ¢
satisfies (3.10)), we also have that

T
w(t,x)ﬁ/ 5|U!2d7
t

for each pair (u,y) which satisfies (3.17). So ¥(t,z) < ¢(t,z). We thus
obtained that ¥ = ¢, and the proof of Theorem 3.1 is complete. O

Since we proved in Section 2 that ¢ is locally Lipschitz, we can use Theo-
rem 3.1 to conclude that ¢ is either the minimal positive viscosity supersolu-
tion of (3.1) satisfying (3.7), (3.8) and (3.9) or the unique positive viscosity
solution with the same properties and (3.10) as well. Since (3.10) is a sub-
stitute for (3.6), we can consider that the value function ¢ is the unique
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positive viscosity solution of (3.1) subject to the formal final condition (1.7),
under the extra assumptions (3.8) and (3.9).

4. FINAL REMARKS

Remark 4.1. Although in the framework here considered the operators
A, B and F'(u) are self-adjoint, we wrote the optimality conditions in terms
of A*, B* and (F’(u))*, in order to be consistent with the usual notation for
the adjoint system.

Remark 4.2. All statements and proofs in the previous sections can be
extended to more general cases. Thus we can consider instead of f € C'(R)
a function f depending on the space variable also, f : Q x R — R which is
measurable in z, C! in r, satisfies f(z,0) =0 (V)z € Q and

)%f(:p,r)) <L (V) (z,7) € Q x R.

We still can write the state system in the form (1.2) if we denote by F :
H — H the operator F(u)(z) = f(x,u(x)) for almost every = € €. Instead
of the energy (1.4), we can consider the generalized energy

T
J(w) _/t (Ll + L|CyP)dr (A1)

where C' is a linear bounded operator from H to a different Hilbert space
Y. There are choices of Y and C such that the energy (4.1) has a significant
meaning.

In this case, as we pointed out, the state system has the abstract form
(1.2), but the Hamilton-Jacobi equation becomes

pr — ((Ax + F), V) — 5| B*Ve|* + 5| Cal* = 0, (4.2)

with the same final condition (1.7). Since Lemma 3.1 is still valid in this
case, the only thing that remains to check is whether the value function
¢, defined in (1.5), replacing the energy by the generalized energy, is still
locally Lipschitz. This is indeed true, since from [4] we have the stronger
observability inequality

[P0 72() < CUT —t, |lall oo (@)
T

< ( / B D) gy + / ICy(Idr)  (43)
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if p satisfies the adjoint system

P+ Ap+ap=C*Cy on (t,T) x Q
p(r,x) =0 on (t,T) x 00.

From here, we can deduce that ¢(t,z) < 1C1(T — t)|z|?, and using again
Lemma 2.1 and the observability inequality (4.3) we obtain that (¢,-) has
the Lipschitz constant C1(T — ¢, L)R on Bp.

Remark 4.3. The results presented are true for different kinds of homoge-
nous boundary conditions of the type y, + ay = 0 on Y, where by y, we
denoted the normal derivative and o > 0 is a constant. In this case we can
define A : D(A) — A by D(A) = {u € H*(Q) : u, + au = 0 on 9N} and
Au = —Au, and the state system still has the same semigroup form (1.2).

Remark 4.4. Since ¢ and ¢, are weakly sequentially continuous on [0,7") X
H and ¢ (t,z) / ¢(t,x) as € \, 0 for each (¢t,x) € [0,T) x H, we can use
Dini’s criterion to conclude that ¢.(t, ) — ¢(t, ) uniformly for (¢, ) in the
weak (sequentially) compact set [0, s] x Bp, for each 0 < s < T
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