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Problem 1. Let {𝑋𝑛}𝑛∈ℕ be a sequence of square integrable random variables. Suppose that 𝔼[𝑋𝑖] = 0 

for all 𝑖 and that there exists a function 𝑟 : ℕ0 → [0, ∞) such that lim𝑛→∞ 𝑟(𝑛) = 0 and

𝔼[𝑋𝑖𝑋𝑗] ≤ 𝑟(𝑗 − 𝑖)  for 𝑗 ≥ 𝑖.

Show that lim𝑛
1
𝑛 ∑𝑛

𝑖=1
𝑋𝑖 = 0 in ℒ︀2 and in probability.

Problem 2. Let {𝜇𝑛}𝑛∈ℕ be a sequence of symmetric probability measures on ℝ whose characteristic 

functions {𝜑𝑛}𝑛∈ℕ satisfy

𝜑𝑛(𝑡) ≥ 1 − 𝐶|𝑡|𝛽 for all 𝑛 ∈ ℕ, 𝑡 ∈ ℝ,

for some constants 𝐶 > 0 and 𝛽 > 1. Show that {𝜇𝑛}𝑛∈ℕ is tight. (Hint. Prove and the use the following 

identity: |𝑥| = 1
𝐾 ∫∞

0
1− cos(𝑡𝑥)

𝑡2 d𝑡 for some 𝐾 > 0.)

Problem 3. Let (𝑋, 𝑌 ) be a jointy Gaussian random vector, where 𝑋 ∈ ℝ𝑛 and 𝑌 ∈ ℝ𝑚, with 𝑚, 𝑛 ∈
ℕ. Assume, further, that 𝔼[𝑋] = 0 and 𝔼[𝑌 ] = 0, and that the covariance matrix of 𝑌  is invertible. Prove 

that the conditional expectation 𝔼[𝑋 | 𝜎(𝑌 )] is given by a linear transformation of 𝑌 .


